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ABSTRACT

Although the normal probability distribution is tleernerstone of applying statistical methodologgtaddo not
always meet the necessary normal distribution agians. In these cases, researchers often transforamormal data to a
distribution that is approximately normal. Poweangformations constitute a family of transformagiownhich include
logarithmic and fractional exponent transforms. TB@x-Cox method offers a simple method for choosihg most
appropriate power transformation. Another optiondata that is positively skewed, often used whexasuaring reaction
times, is the Ex-Gaussian distribution which isombination of the exponential and normal distribos. In this paper, the
Box-Cox power transformation and Ex-Gaussian distion will be discussed and compared in the carméxyositively
skewed data. This discussion will demonstrate thatBox-Cox power transformation is simpler to gpahd easier to
interpret than the Ex-Gaussian distribution.

Key words:Logarithmic transformations, geometric mean analysex-Gaussian distribution, log-normal
distribution.

RESUMEN

Aunque la distribucion normal es la piedra angdiatas aplicaciones estadisticas, los datos ngpséese ajustan
a los criterios de la distribucién normal. En tadesos, los investigadores a menudo transformadaltws no normales en
datos que siguen una distribucién aproximadamemtaal. Las transformaciones de potencia constituyen familia de
transformaciones que incluye las transformaciongaritmicas y fraccional exponente. El método de-8ox ofrece un
método simple para elegir la transformacion de nmi¢ée mas apropiada. Otra opcidn que usa cuandadéss son
positivamente asimétricos, e.g., los tiempos deciéa, es la distribucion Ex-Gaussiana que es wmabmacion de las
distribuciones exponenciales y normal. En estewddj se discuten la transformacién de potencia®ox y la distribucién
Ex-Gaussiana en relacion con datos positivamermecsicos. La discusion demuestra que la transfoitmaBox-Cox es
mas sencilla de aplicar e interpretar que la distion Ex-Gaussiana.

Palabras clavetransformaciones logaritmicas, andlisis de la mgdiamétrica, distribucién exponencial Gaussiana,
distribucion logaritmica normal.
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INTRODUCTION often transformed using the square root functioowever,
these guidelines are not appropriate for everyasdn. Box
Numerous significance tests assume data arm@nd Cox (1964) introduced a method for choosingbibst

normally distributed such as t-tests, chi-squaststand F-
tests. This is often
measurements/observations follow a normal distidgt
however, there are several situations in which rtbemal

transformation from a family of power transformaiso In

reasonable, as many real-worlthis instance, the data is raised to a power chtsdrest

approximate a normal distribution. If the data Heeen
transformed to a distribution that is reasonablynrad, the

distribution assumption is not appropriate (e.g.data analyst would then perform significance t¢si(sthe
immunologic and reaction time data). In these cadata transformed data using methods based on a normal
transformation is a common technique used to mauify- assumption.

normal data to a distribution that makes the normal

assumption more reasonable and, in turn, makes The ex-Gaussian distribution is another method,
significance tests based on a normal assumptione mooften used for non-negative, positively skewed datas

appropriate (Olivier, Johnson & Marshall, 2008).

The normal distribution,

distribution is defined by three parameters; amnul,ea-
Gaussian analysis involves the estimation of these

sometimes called aparameters usually by either method of moments or
Gaussian distribution is characterised by a symmetric, maximum

likelihood estimation (Heathcote, 1996). It

bell-like shape. Significance tests based on a abrmshould be noted that this is only a method fomesiing a

assumption are not appropriate for asymmetric ddia is
because skewness is most reflected in the tails
distributions, which are where p-values are catedaThis
usually results in p-values that are less than @®pe(and
thus more likely to be incorrectly significant). Wfha data
set does not follow the shape of a normal distidm,tan
appropriate function is sometimes chosen that fioams

the data to a distribution that is reasonably ndishaped.

probability distribution and does not lend itsets#y to
atatistical inference.

Another option is to utilise nonparametric
statistical techniques such as Mann-Whitney or Kailis
Walllis tests. Nonparametric methods do not makdi@ip
distributional assumptions and are less powerfudnth
parametric tests when a distributional assumptign i
reasonable (nonparametric tests are more powerfignw

A common misconception in statistics is that datalistributional assumptions are inappropriate forapzetric

must be sampled from a normal distribution for gigance
tests based on a normal assumption to be apprepiiat
truth, the normal assumption applies to the distiin of

the sample meait, called asampling distributionand not
the distribution from which the data are sampleder€ is
partial truth in the misconception because datd #re

sampled from a normal distribution implies th%tis also
normally distributed. When data is not sampled fram
normal distribution, the central limit theorem (CLT

analysis). A full discussion of nonparametric stits is
beyond the scope of this paper. Conover (1998)igesva
good overview of honparametric statistics.

This paper will first introduce basic statistical
methodology that is essential in understanding the
transformation of data and the ex-Gaussian didtghu
then the Box-Cox family of transformations and noelh
for estimating the ex-Gaussian distribution will
introduced, and will conclude with a discussionareing

be

ensures tha¥ is approximately normally distributed for a the usefulness of both methods.

large enough sample size. Although many texts menti
sample sizes abov# constitutes a large enough sample

size for the CLT to apply, there exists no “magsemple
size for every situation. There are instances widsa@

STATISTICAL BACKGROUND

Symmetric data are often best described by a

sampled from a highly skewed data set would reqaire measure of centre (e.g., mean) and by a measisgredd

sample of size of 1000 fc¥ to be approximately normally
distributed. In practice, a data analyst would hisewto
check for normality with an understanding that das¢ed

only look reasonably normal to be suitable. A visua

method for testing normality will be discussed tate the
paper.

There are a few broad, well-established guidelines
for choosing the most appropriate transformationr F

instance, a logarithmic transformation is recomneghtbr
positively skewed data, while negatively skewedadast

International Journal of Psychological Research

(e.g., standard deviation). Skewed data, on therdiand,
benefit from describing the direction (positive r@gative)
and magnitude of skew. Describing the skewnessddta
set is a concept that is often overlooked. In tegcalterms,
a distribution’sskewisdefined as

u

o

(2]

¥y =

[ ]

Where# is the standard deviation ariz is the third
moment about the mean (variance is the second ntomen
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Ha has been sampled from a normal distribution). Thests

about the mean, i.diz = o*and® ~ z4is known as include various forms of t-tests and analyses aofanae
kurtosig. Kurtosis is a measure of the thickness of §ANOVA). There are even several non-parametricstésit
distribution’s tails and thus affects how p-valuese rely on a relaxed normality assumption (Mann-Whjtne
computed. However, Kkurtosis is not as important aKruskal-Wallis and chi-square tests).

skewness when performing normal distribution-based

significance tests such as the t-test. T-testspapséective The Log-normal Distribution

against excess kurtosis (i.e., heavier tails) bszau

probabilities computed in the tails of the t-distiiion are A variant of the normal distribution is the log-
larger than those from the normal distribution makthe normal distribution. In statistical jargon, a rando

analysis more conservative. variabld?  with parameters# and @ has a log-normal

_ _ ~distribution if the random variabfé = In{¥Jhas a normal
Values of ¥acan be either negative or positive

which correspond respectively to negative or pesiti distribution, wherl;l=-- is the logarithm W|th bas& , i.e.
skewness (sometimes referred to as left and rightved  '©81 £and sometimes called tiatural logarithm In broad
respectively). Skewness is different for each podltg  t€rms, a log-normal distribution is a distributidimat is
distribution and can be computed from a distrimiso normal when log-transformed. The pdf of the logmar
probability density function. To get an understagdabout ~ distribution can be written as
how to analyse a skewed data set, we will nextudisthe .
properties of four probability distribution functis, namely 1 Gned-uw)
the normal, log-normal, exponential and ex-Gaussian flw) = e of
distributions. This is an abbreviated descriptiond ahe wo2r

authors recommend Wackerly, Mendenhall and Scheaffe

(2007) for a more complete discussion of matherahtic Wheret and @ are the mean and standard deviation of the
statistics. normal random variablé’ respectively. The mean and

variance of the log-normal random varialieare

l<w<om

The Normal Distribution

oz

The first probability distribution that will be e = T anard = wi(e? — 1)
discussed is the normal distribution, the backbafe
statistical analysis. The normal distribution (i.&aussian Unlike the normal distribution, the log-normal
distribution) is a symmetric distribution charatded by a distribution is positively skewed with

bell-like shape with a probability density functi that - ) { = . .
can be writtepn as P y y (i) 1= (" +2 e _.1, a vglye that is always positive
wheno = 0 _ In practice, positively skewed data are often

(em)® transformed using logarithms in an effort to matkke tlata
i) = 1 P more reasonably normally distributed due to the
a¥2r , = x < 00 relationship between the normal and log-normal

distributions.

where the mear#z and variances uniquely define the
distribution of the random variakle. A probability
distribution is often written as a pdf because thigtion is
?;ei;ﬁt%raghsthgagogﬁz'“Zgﬁsfr'%gm;.‘c’oﬁ Gsmcc;chutg; the sum of two independent probability distribuspthe

inuou usetut ! u exponential and the normal. The exponential digtidin is

mean, variance and skewness are computed from tr}:\spositively skewed distribution whose pdf for aadam
function. . ;
variableY is

The Ex-Gaussian Distribution

The ex-Gaussian distribution is aptly named &s it i

The normal distribution has no skew (i.e., 1 2
¥1=0) soitis a very poor choice to model positively )=3¢7 g<y<oo
skewed data. On the other hand, non-normal dataftan I )
be transformed to a distribution that is reasonataymal.
As mentioned above, transforming a non-normal sdata
to a distribution that is reasonably normal can veey

useful as many significance tests rely on the apﬁum?
is normally distributed (which is certainly true evh data

where the mearl uniquely defines this distribution. The
variance and skewness of the exponential distohusre

2% and 2 respectively.
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If ¥ and ¥ represent independent normal andis an exponential distribution shifted by the nofrmmean
exponential random variables (as defined abovegn th parametert and weight
Z=X+Y js an ex-Gaussian random variable with mean

and variance N it A P
ol - 7)=
ty =p+Agngel =t 4 A% which, in a sense, is similar to a probability fraime

normal distribution. As the name implies, the ft
exponential distribution is an exponential disttibo that

has been horizontally displaced by the shift patamén

statistical shorthand, which will be used throughthe

remainder of the text, the ex-Gaussian distributan be
Wwritten as

The skewness parameter for Zis
278
M=—""73
{#* + 4332 which can be shown to never exceed 2
the skewness of the exponential distribution. Tle@ddhe

ex-Gaussianrandom variatfeis WrexGrussianu, 5, ),
1 - of Z-u
f{z]:-:ﬁ(z_—z)gh .1}_00{ = 00 . . ] ] —1[] _2
A L I | , x from a normal distribution witht = and o7 = as
well as an exponential distribution with= 2 . The sum

whered(.) is the cumulative distribution function of the of values from these data sets is an ex-Gausssnibdgition
standard normal distribution. Notably, the pdf bétex- which has skewness
Gaussian distribution can be viewed as a weightedage

For illustrative purposes, data was simulated first

of the shifted exponential distribution, where 2(5)3
t=——— =~ 160
¥ E
1 = (2% 4+ 5%)2
—g A
‘1 - . . . . - .
Histograms of these distributions are given in Fegl.
Normal(10,2) Exponential(5) ExGaussian(15,5.39)
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Figure 1:Histograms of normal and exponential distributioasd the distribution of their sum (ex-Gaussiariribsition)

Box-Cox Transformation and Estimating the E

x-Gaussian Distribution is no shortage of software packages that can create
histograms, so it will not be discussed in thisgrap Q-Q

The previous section discussed many importanplot is a method of comparing sample data with @km

statistical concepts for dealing with positivelyesled data. distribution such as the normal distribution. Thistfstep in

In this section, we will discuss methods for deglimith a  creating a Q-Q plot is to compute the mean anddstah

realised sample of observations, $ayYz.. -+ ¥n, that are  deviation of a sample, namely

possibly positively skewed.

The skewness of a data set can be checked by 1y
inspection, using either a histogram or a quamtilantile Y=o LN
(Q-Q) plot, or by estimating the skewness paramédteere =1
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1
n—1

=
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The skewness parameter also can be estimated.
The method of moments estimator for skew is

The next step is to sort the data in ascendingrorde

and create a scatterplot of the values

(oo ) (e
)

Where @ *(:} is the inverse cumulative distribution
function of the standard normal distribution. IEthample
data follows a normal distribution, these valuel ka in a
straight line. A reference line passing throughpbints

1

)"p_i(nn )and
o)

is commonly inserted into a Q-Q plot. This line negents
an exact fit to the normal distribution. For dentost$ve
purposes, a Q-Q plot was created using 100 obsemgat
simulated from an ex-Gaussian distribution withapaeters
10,2 and 5 (as above). The simulated data is gimen
appendix 1.

1
+1

)

n

n+1

= -1
Otse (n+1

n

+1

Figure 2:Quantile-quantile plot for data simulated from
exGausien{10,2,5]

Inverse Normal Distribution

T T
20 30

y

40

The scatterplot shown in Figure 2 indicates th
sample does not follow a normal distribution vergliwin
fact, the specific curvature of points indicates thata is
positively skewed.

92

V1=

1 n
53 — 1]21:[31_ - _ﬂ!

For the simulated data set, the estimate of
skewnessigis ® L.46 _ Since the normal distribution has
no skewness, i.¥1 =0, values o1 near 0 are indicative of

normality and values far from 0 indicate skewn&®wn
(1997) gives some discussion regarding skewness;

however, there is much debate regarding valueréhdhat

indicate a distribution is skewed (i.e., how faonslldﬁ be
from O to indicate skewness).

Box-Cox Transformation

Box and Cox (1964) introduced a family of
transformations as powers of the varialfle and is often
referred to aspower transformations The goal is to
transform non-normal data to a data set that isorebly
normal. Its simplest form is given by

where? is chosen to best represent a transformationeto th
1
normal distribution. Note that’ 2 and ¥=0
correspond to the square root and logarithmic
transformation respectively. A commonly used metisot
choose values of from -3 to 3 in increments of 0.25
(SAS Institute Inc., 2008). Then for each choice ®f a
regression line is fit through the points in a @Rt using
the method discussed above. The resulting regresisies
are then compared using either the coefficient of

determinationf* or the log-likelihood statistic (larger is

better in both cases). If the best choicetis 1, there is
no indication the data should be transformed.

Transforming the data and computing the log-
eIikelihood in each case can be very time consum®#f is
one of the few statistical packages that will dis fbr you.
SAS uses the PROC TRANSREG procedure to perform a

Box-Cox transformation. Sample SAS code using this

International Journal of Psychological Research
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procedure with the simulated data is given in Agber2.
Abbreviated results are given in Table 1.
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xts or xts.e. is only useful for symmetric data. A
much better option is to back-transform confideliggts.

For log-transformed data, &1-®)100% confidence

Table 1:Results from Box-Cox transformations using SAS;ieryal computed from the transformed data is

PROC TRANSREG

A R loy
-2.0 0.90 -58.086
-1.5 0.94 -23.048
-1.0 0.97 8.271
-0.5 0.97 9.586
0.0 0.94 -22.607
0.5 0.89 -61.077

1.0 0.81 -97.276

15 0.73 -131.329
2.0 0.64 -164.289

r+
Te ,i—1

o
3l

I-Il

which on the original scale is
-3

ta
- 49 —n—49
T F = F3
= -7

p ) ' EI
If a log-transformation is appropriate for the ex-
Gaussian data, the summary statistics would bertegpas

¥ =144 and 95% confidence intervel3.41.15.42]

The log-transformation, by design, does not allow

The results from Table 1 suggest the optimafor data that can take on negative or zero valieses

transformation is ¥{—0.5)=-20"" = 1) A linear
transformation of a normal random variable is @swrmal
random variable, so, in practice, the constant tésm
omitted and the data transformed as.

Log-transformed data is a special case of the Box; —

Cox transformation (i.e¥ = 0 ). In this instance, data is
transformed as: = Im(y:) fori = L...n . The sample is

then analysed using th& values. When reporting results

from log-transformed data (or data from any othygetof

transformation), the summary statistics are notilyeas

interpreted on the original scale. Instead, sumrstatjstics
computed on the transformed scale are back-transfibto
the original scale. For instance, summary stasisfrom
log-transformed data are exponentiated ﬁE,ﬂx), and
summary statistics from square root-transformedh dae
squared (i.e.,¥ =x7). A statistical analysis using log-
transformed data is sometimes referred to @ge@metric

mean analysisbecause when the sample mean of th

transformed data

i=1

f=1

is exponentiated, the result is the geometric mieau,

T, = eF = enBraInlba) _ 7

g Xy X A,

logarithms are undefined on the intervét. f 0] .
However, a data set can be shifted to the righthao all
values are positive. This is especially usefuldount data
which may have 0 values. The instinctive log-
transformation in this instance isi =Inly;s + 1) for

-+ ; however, this shift must be replicated when
back-transforming summary statistics where

¥g=e¢ —1 gng

since the inverse of this transformation¥is= "t — 1
The log-transformation for count data has a vergeni
interpretation in that values that are 0 on th@ioal scale
are also 0 on the log scale.

e . .
Estimating Ex-Gaussian Parameters

As mentioned previously, the ex-Gaussian
distribution is defined by the parameters from tleemal
and exponential distributions, specificaliy? and# . The
goal in this type of analysis is to estimate theaemeters
using either method of moments or maximum likelithoo
estimation. The method of moments estimates forrtean,
variance and skewness for any data setvare® and 1

respectively. To find estimates fsr¢ and+ , the method
of moments estimates are set equal to mean, variand

The standard deviation from the transformed dataskewness of the ex-Gaussian distribution, i.e.,

on the other hand, is not interpretable on theimaigscale

becauses® is not an applicable measure of variability on

the original scale. In general, data that is preskras
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2 _ ;%4 3%

h=—"""—= ! - -
(o2 + 4277 gxﬁumsfnn(ul + g, (o oy LA+ ﬁ:) .

then these three equations are solved simultanedaosl

o andA in terms of¥, =¥ and ¥1. The resulting

. . If two constructs influence reaction time in a
estimates for the ex-Gaussian parameters are

symmetric way and another in a positively skewed/,wa

estimating an ex-Gaussian distribution would be

F=7y- S(Jl)é appropriate. However, the major drawback to the ex-

' Gaussian is that it does not lend itself very gasi

statistical inference unlike normally distributecita (or

data that can be transformed to the normal digtdh)

because commonly used significance tests do net &xi

the ex-Gaussian distribution. In practical termsmmon

statistical techniques such as the t-test or ANQAf& not

. T possible with the ex-Gaussian distribution. Disitibnal

A =SG) assumptions can be made on the ex-Gaussian paramete
estimates to create a significance test such akkgidood

o - . ratio test; however, there are many issues estigatiese

wherei. & and+ are estimates ¢f-7 and- respectively. parameters mentioned above which, in the authgisian,

For the simulated data set, the summary statisiies makes any procedure questionable.

¥ 1536 s~ 6.09 and¥i * 146 which result in ex-

Gaussian parameter estimatés 2.87 & ~ 2.64 and DISCUSSION

12549  SAS code for these computations is given in
Appendix 3.

ol k1
——

The Box-Cox transformation method and
estimation of the ex-Gaussian distribution paramseltwve
been presented for positively skewed data. Althotingine

is a strong theoretical justification for using thex-
>aussian distribution to estimate reaction timeadathas
ery little benefit in terms of statistical infel@n On the
other hand, the Box-Cox transformation, if appraf@; is a
method for determining the best power transfornmatio
the normal distribution. Further, it is well knowmat many
significance tests based on a normal assumptiomodrest
rt]o minor deviations from normality (see for example
Heeren and D’Agostino, 1987). In other words, dfeda set
looks reasonably normal then these statisticals tese
appropriate even if data is not sampled from a m@brm
(?istribution. For instance, a histogram of the damaulated
rom the exGaussian(10.2.3) s given in Figure 3. The
curve drawn over the histogram is a log-normalrithigtion
estimated from the data set. Although the data was
0§imulated from an ex-Gaussian distribution, therogmal
ould appear to be a reasonable approximation i® th

The maximum likelihood estimates for the ex-
Gaussian parameters are more efficient (smalldaves)
than method of moments estimates (Heathcote, 1996
however, this method is beyond the scope of thisepa
since it does not have a mathematical closed fasm,
computationally intensive and optimisation methas
chosen ad hoc.

In terms of reaction time data, the ex-Gaussia
distribution is easily interpretable in that ittise sum of
two independent constructs with one having a symmet
distribution (Gaussian) and the other being posiyiv
skewed (Exponential). The choice of the normal an
exponential distributions is also beneficial inttitaallows
for more than two constructs to influence reacttone
since the sum of independent normal random vasalsie
another normal random variable and the sum

independent exponential random variables is anothef "~ © . ) .
exponential random variable. In statistical terihsia and istribution. This certainly does not exhaustivpipve the
P ' = Box-Cox transformation is a better method for eating

“z are independent normal random variables with meange gisribution of a positively skewed data seanth
4y and #zand variances”s and 9z, and independent estimating the ex-Gaussian distribution. Howeviee, vast
random variablests and ¥z are exponential random world of statistical inference is open to the datalyst if a
variables with meang1 and #z, then if each random power transformation results in reasonably nornashd
variable is pairwise independent the sum of thraselom

variables is an ex-Gaussian distribution, i.e., Figure 3:Histogram of simulated data from
exGaussian(10,2,5) with estimated log-normal
Xy + X+ 7 + Vo~ distribution overlain
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